
Open-Vocabulary Scene Understanding with 3D Gaussian Splatting

Shaohui Dai1*(23020241154342), Hengyan Ma1*(31520241154519), Dian Chen2*(36920241153197),
Shuyan Ke2*(36920241153224), Yijun Wang2*(36920241153252)

1Deep Learning Class from School of Informatics
2Deep Learning Class from Institute of Artificial Intelligence

Abstract

Open-vocabulary 3D scene understanding is a challenging
task with significant applications in areas such as embodied
agents and augmented reality. While traditional methods, in-
cluding those based on Neural Radiance Fields (NeRF), have
demonstrated potential, they are hindered by slow training
and rendering times due to their reliance on implicit scene
representations. In this paper, we present OV Gaussian Splat-
ting (OVGS), a novel open-vocabulary 3D scene understand-
ing framework built on 3D Gaussian Splatting. Our approach
leverages semantic features distilled from pre-trained image
encoders into 3D Gaussian representations and introduces
a compression mechanism to enable efficient scene under-
standing without extensive training. Experiments show that
OVGS outperforms previous methods, achieving a 40% IoU
improvement on the Mip-NeRF 360 dataset.

Introduction
Recent advancements in computer vision have significantly
enhanced AI systems’ ability to comprehend and inter-
act with three-dimensional environments. A critical area of
progress is open-vocabulary 3D scene understanding, which
enables flexible, natural language-driven interactions with
3D spaces. This capability is increasingly vital for appli-
cations such as augmented reality (AR) and embodied AI,
where seamless and human-like interaction with digital en-
vironments is essential.

Despite its promise, the development of efficient 3D scene
understanding models has been hindered by the absence of
large-scale 3D scene datasets with detailed language anno-
tations. A common approach to addressing this challenge
involves leveraging 2D semantic knowledge derived from
images and extending it into 3D space. By learning from
these 2D representations, semantic information can be pro-
jected into 3D, enabling accurate segmentation from novel
viewpoints. This method also supports tasks like retrieving
specific 3D objects from scenes, which is crucial for object
recognition, manipulation, and broader scene understanding.
Semantic segmentation, in particular, remains a cornerstone
of 3D scene understanding.
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Previous approaches have tackled these challenges by
distilling knowledge from vision-language models, such as
CLIP (Radford et al. 2021), into Neural Radiance Fields
(NeRF) (Mildenhall et al. 2021). While NeRF excels at gen-
erating novel scene views, its implicit scene representation
leads to slow training and rendering times, limiting its scala-
bility. Moreover, NeRF-based methods (Zhi et al. 2021; Kerr
et al. 2023) that project 2D semantic features into 3D often
suffer from blurred semantic boundaries, which hinders their
performance for open-vocabulary queries.

Recently, 3D Gaussian Splatting (3DGS) (Kerbl et al.
2023) has emerged as a compelling alternative for scene re-
construction, offering faster and more scalable 3D represen-
tations. Building on this, Feature 3DGS (Zhou et al. 2023)
combines efficient 3DGS with feature distillation, delivering
notable improvements over NeRF-based approaches. How-
ever, these methods continue to face challenges such as high
memory consumption and prolonged training times.

In this paper, we introduce Open-Vocabulary Gaussian
Splatting (OVGS), a novel framework that distills vision-
language models (VLMs) to reconstruct a 3D semantic field.
We leverage the APE model, a sota VLM, to extract more ac-
curate and fine-grained semantic features, significantly en-
hancing the precision of object recognition and scene un-
derstanding. Additionally, we introduce an efficient com-
pression mechanism that condenses abundant, noisy scene
semantics into a compact Codebook, optimizing both stor-
age and computational performance while maintaining high-
quality semantic reconstruction. This approach enables pre-
cise and efficient scene understanding, which is crucial for
open-vocabulary queries and real-time applications.

In summary, the main contributions of our work include:

• We introduce OVGS, a novel framework based on 3D
Gaussian Splatting designed for accurate and scalable
open-vocabulary 3D semantic perception.

• We propose an efficient compression mechanism that
reduces noisy, high-dimensional semantic features into
compact, low-dimensional representations, facilitating
faster rendering and scene understanding.

• We demonstrate the superiority of OVGS in segmenta-
tion accuracy and efficiency, achieving significant im-
provements over existing methods and enabling a variety
of downstream tasks.
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Figure 1: Overall framework of the proposed method. Top left: Image preprocessing for encoding multi-view images. Bottom
left: 3D semantic field reconstruction. A low-dimensional (LD) feature map is rendered and then transformed into the predicted
feature map using the Semantic Codebook. The loss between the predicted and ground truth feature maps is computed for
optimization. Right: Pipeline illustrating the open-vocabulary querying process.

Related Works
Neural Rendering
Recent advancements in neural network-based 3D scene
representation have significantly pushed the boundaries of
what is possible. Among these, Neural Radiance Fields
(NeRF) (Mildenhall et al. 2021; Barron et al. 2021, 2022,
2023) have stood out for their exceptional performance in
novel view synthesis. However, NeRF’s reliance on a fully
implicit neural representation results in time-consuming
training and rendering processes. To address these limita-
tions, many subsequent methods have focused on optimizing
NeRF’s performance (Chen et al. 2022; Müller et al. 2022;
Reiser et al. 2023).

A significant leap in the field was introduced with 3D
Gaussian Splatting (3DGS) (Kerbl et al. 2023), which sub-
stantially boosts rendering speed and achieves high-quality
scene reconstruction. 3DGS represents a scene as a collec-
tion of Gaussian primitives. Rendering is made efficient by
rasterizing these primitives into images. This method en-
ables fast learning and facilitates the manipulation of spe-
cific scene elements without impacting other components.

3D Scene Understanding
Recent advancements in 3D scene understanding have made
significant strides by incorporating semantic information

into NeRF-based frameworks. For example, Semantic-NeRF
(Zhi et al. 2021), an influential early work, introduced
the integration of manually labeled semantic information
into the output of NeRF, enabling the generation of high-
quality semantic maps alongside appearance and geome-
try reconstructions. DFF (Kobayashi, Matsumoto, and Sitz-
mann 2022) and LERF (Kerr et al. 2023) adopt a differ-
ent approach by extracting semantic features from Vision-
Language Models (VLMs) such as LSeg and CLIP, allow-
ing for open-vocabulary queries based on natural language
descriptions. These methods pave the way for more flexible,
language-driven 3D scene understanding.

More recently, Feature 3DGS has combined the efficiency
of 3DGS with VLMs, embedding semantic features di-
rectly into Gaussian-based 3D scenes. This approach ben-
efits from fast rendering speeds and scalable scene recon-
struction while maintaining the flexibility to handle com-
plex queries in open-vocabulary settings. However, the high
dimensionality of the semantic features in Feature 3DGS
leads to challenges such as long training times and excessive
memory usage, limiting its practical scalability for large or
complex scenes.

Methodology
Given a set of posed images I = {I1, I2, . . . , IK}, we em-
ploy the Gaussian Splatting technique (Kerbl et al. 2023)



to reconstruct a photorealistic 3D scene, denoted as S. Our
method extends S with open-vocabulary semantics, allow-
ing us to accurately identify objects within the scene based
on arbitrary natural language descriptions.

Figure 1 illustrates the overall pipeline of our method.
Initially, we employ a frozen image encoder from a pre-
trained Vision-Language Model (VLM) to process each
image Ik, generating 2D semantic feature maps V =
{V1, V2, . . . , VK}. To integrate these high-dimensional 2D
feature maps into the 3D Gaussian Splatting framework, we
propose an efficient compression mechanism that ensures
minimal storage overhead and optimal computational per-
formance. This allows us to extend 3DGS and reconstruct
a 3D semantic field. Following the reconstruction, we en-
able object querying through natural language descriptions,
which results in 2D segmentation masks for the desired ob-
jects.

Preliminary: 3D Gaussian Splatting
3D Gaussian Splatting employs a set of 3D Gaussian prim-
itives to model the appearance and geometry of a scene,
closely resembling traditional point cloud representations.
The discrete nature of these Gaussian primitives enables fast
rendering, as they can be efficiently rasterized into images
given the camera poses.

Each Gaussian primitive is parameterized by its center
µ ∈ R3, a 3D anisotropic covariance matrix Σ in world co-
ordinates, an opacity value α, and a color c. During the ren-
dering process, these Gaussian primitives are projected onto
the 2D image plane, where the splatting process transforms
the 3D Gaussian primitives into 2D ellipses.

Following splatting, a volumetric rendering process is ap-
plied in the rasterization step to compute the color c2D of
each pixel. This process is consistent with traditional NeRF
methods:

c2D =
∑
i∈G

ciαiTi, (1)

where G denotes a set of Gaussian primitives sorted by
depth, and Ti represents the transmittance. The transmit-
tance is defined as the cumulative product of the opacity
values of all Gaussian primitives superimposing on the same
pixel, computed as Ti =

∏i−1
j=1(1− αj).

Pixel-aligned Feature Extraction
Prior research has widely employed CLIP for feature lifting
in 3D radiance fields, due to its superior capability in han-
dling open-vocabulary queries. Works such as (Kobayashi,
Matsumoto, and Sitzmann 2022) and (Zhou et al. 2023) use
LSeg (Li et al. 2022) to extract pixel-aligned CLIP features.
However, LSeg struggles to capture the appearance charac-
teristics of objects and is particularly ineffective at recogniz-
ing long-tail objects.

To address the limitation of CLIP, which provides only
image-level features, methods like LERF (Kerr et al. 2023)
adopt a feature pyramid approach, using cropped image en-
codings to represent local features. While these methods ex-
tract pixel-level features from the CLIP model, the resulting

feature maps lack geometric boundaries and do not corre-
spond directly to the objects in the scene.

To overcome these challenges, we turn to the Aligning
and Prompting Everything All at Once (APE) model (Shen
et al. 2023), which efficiently aligns vision and language fea-
tures to produce pixel-level image features. This makes APE
a robust solution for feature lifting. We make minor modifi-
cations to the APE model to efficiently extract pixel-aligned
features with fine boundaries (approximately 2 seconds per
image). We treat these encoded pixel-aligned feature maps
as pseudo ground truth features, hereafter referred to as GT.

Using the APE-generated feature maps V for all training
images in I, we embed the semantic features into each Gaus-
sian primitive, enabling the reconstruction of a 3D semantic
field.

Condensed Semantic Feature Embedding
Since VLMs like APE and CLIP are trained on large datasets
with extensive text-image pairs, the feature dimensional-
ity they produce is quite high (often exceeding 256). Di-
rectly embedding these high-dimensional semantic features
into each Gaussian primitive could lead to excessive stor-
age and computational overhead. Given that 3DGS supports
real-time rendering, we expect our approach to also achieve
real-time performance for scene understanding and semantic
rendering under optimal conditions.

However, we observe that the semantics of a single scene
occupy only a small portion of the VLM feature space. This
allows us to exploit scene priors to compress the semantic
features embedded within the scene, reducing both storage
and computational costs. Additionally, due to the inherent
multi-view inconsistency of the encoded 2D semantic fea-
ture maps, Gaussians tend to overfit to individual training
viewpoints, inheriting these inconsistencies and leading to
discrepancies between the 3D and 2D representations of an
object.

Therefore, we introduce the Semantic Codebook, which
leverages scene priors to compress the semantic space of a
scene into an N -length codebook, allowing for a more effi-
cient and consistent representation across views.

3D Semantic Field Reconstruction
We introduce a low-dimensional semantic feature, denoted
as f , into each Gaussian primitive, exploiting the redun-
dancy of high-dimensional semantics across the scene and
its dimensions to facilitate efficient rendering. Similar to
previous works, to create a 2D semantic representation, we
employ a volumetric rendering process analogous to color
rendering, applied to the low-dimensional semantic feature.

f2D =
∑
i∈G

fiαiTi. (2)

Here, f2D represents the pixel-wise low-dimensional feature.
We then use a Multi-Layer Perceptron (MLP) as a feature
decoder to obtain logits e, which are activated using the Soft-
max function to determine the index of the corresponding
entry in the Semantic Codebook.



Thus, the low-dimensional feature f2D can be recovered
to semantic feature v through the MLP decoder D and the
Semantic Codebook T .

v = T
[
argmax
j=1,2,...,N

(ej)

]
, (3)

where e = D(f2D) ∈ RN and T [i] represents the i-th item in
array. Thus, embedded features can be restrained to a com-
pact and finite semantic space.

In the initial phase of semantic field optimization, our fo-
cus is on learning the Codebook from GT features. We ob-
serve a similarity between the learning process of the Code-
book and the contrastive pre-training used in CLIP: features
in the Codebook are aligned with the GT features, and each
GT feature, denoted as vgt, is assigned to the Codebook en-
try with the highest similarity. However, the assignment of a
pixel feature to a particular entry is not predetermined, rather
it pivots on similarity. Therefore, we devise a self-supervised
loss function aimed at reducing the self-entropy of the clus-
tering process, thereby improving the alignment between the
Semantic Codebook entries and the GT features.

Lsc = −
∑N

j=1
pj log(pj), (4)

where pj = Softmax (cos ⟨vgt, T [j]⟩ · t) and t is an anneal-
ing temperature.

Subsequently, we undertake a joint optimization of the
low-dimensional features f̂ and the MLP decoder D. Ide-
ally, the feature recovered from the low-dimensional feature
should closely correlate with the GT feature vgt. As a result,
we impose a cross-entropy constraint geared towards align-
ing the entries’ logits of the low-dimensional features with
the assigned GT entry d,

Ljoint = −
∑N

j=1
onehot(d)j log(ej), (5)

Finally, to bolster the robustness of this procedure, we in-
troduce an end-to-end regularization, directly optimizing the
cosine similarity of 2D semantic feature and corresponding
ground truth,

Le2e = 1− cos ⟨vgt, v⟩ . (6)

The comprehensive loss function designated for our seman-
tic field reconstruction process is represented as L,

L = λscLsc + λjointLjoint + λe2eLe2e. (7)

Experiments
Evaluation Setup
To assess the effectiveness of our approach, we conduct ex-
periments on the Mip-NeRF 360 dataset (Barron et al. 2022).
Mip-NeRF 360 is a high-quality real-world dataset contain-
ing a variety of objects with rich details in the images. It
is extensively used in 3D reconstruction and novel view
synthesis. We selected four scenes (Room, Bonsai, Garden,
and Kitchen), representing both indoor and outdoor environ-
ments, for our evaluations. The test set of Mip-NeRF 360 in-
cludes semantic annotations from partial viewpoints, along

with text prompts and 2D masks. During testing, we use the
given text prompt as queries to predict the 2D mask of the
object. We then evaluate the quality of the predicted mask.

To assess the accuracy of open-vocabulary querying re-
sults, we employ mean intersection over union (mIoU),
mean accuracy (mAcc), and mean precision (mP) as evalua-
tion metrics. Additionally, to further evaluate model perfor-
mance, we measure both the training duration and rendering
frame rate (Frame Per Second).

Comparision
We conduct a comparative evaluation of our approach in
contrast with Feature 3DGS (Zhou et al. 2023), and LERF
(Kerr et al. 2023).

Quantitative Results. Table 1 presents a comparative
analysis of our method’s performance against other state-
of-the-art approaches. As shown, our segmentation results
notably surpass those of both LERF and Feature 3DGS,
achieving a significant 40% improvement in mean Intersec-
tion over Union (mIoU) on the Mip-NeRF 360 dataset. This
substantial enhancement demonstrates the superior accuracy
and efficiency of our approach in open-vocabulary 3D scene
understanding.

Additionally, Table 2 highlights the time efficiency of our
method. We report the image encoding time, scene training
duration, total processing time, and rendering frame rates for
each approach. By deriving a highly efficient visual encoder
from APE, we reduced the encoding time for a single image
to 2 seconds. Moreover, with the help of our effective com-
pression mechanism and training regularization, we are able
to reconstruct a semantic field in as little as 40 minutes, sig-
nificantly improving processing speed compared to previous
methods.

Method mIoU ↑ mAcc ↑ mP ↑

LERF 0.2698 0.7796 0.3293
Feature 3DGS 0.4155 0.9189 0.5152

Ours 0.8646 0.9569 0.9362

Table 1: Evaluation metrics for comparing our method with
others on Mip-NeRF 360 dataset.

Qualitative Results. We present qualitative results gener-
ated by our method, compared with other state-of-the-art ap-
proaches. Figure 2 showcases the performance of our open-
vocabulary query system on the Mip-NeRF 360 test data,
with a particular emphasis on the ability to handle queries
that describe the appearance and texture of the objects in the
scene.

LERF (Kerr et al. 2023) produces imprecise and am-
biguous 3D features, which impede the clear delineation of
boundaries between the target region and surrounding ob-
jects. This lack of precision leads to blurry segmentations
and makes it difficult to distinguish between different re-
gions within the same scene. Feature 3DGS (Zhou et al.
2023) utilizes a 2D semantic segmentation model, LSeg (Li
et al. 2022), as its feature extractor. However, like LSeg, it
struggles with open-vocabulary queries. Specifically, it tends
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Figure 2: Visualization of open-vocabulary querying results. From top to bottom: Ground Truth images, querying results from
OVGS, Feature 3DGS, and LERF. The corresponding textual descriptions for each row are provided at the bottom.

to retrieve all objects related to the query prompt, making it
ineffective in handling nuanced distinctions. For instance, it
has difficulty differentiating between a sofa and a toy placed
on it, leading to less precise object segmentation and an
overall lower quality of scene understanding.

Method Preprocess Training Total FPS

LERF 3min 50min 54min 0.04
Feature3DGS 25min 623min 648min 12

Ours 9min 40min 49min 75

Table 2: Time evaluation for training and rendering on Mip-
NeRF 360 dataset.

Downstream Application

Our method can be applied to various downstream tasks,
with a direct application in 3D scene editing. As shown in
Figure 3, we use the text query “flowerpot” to locate the rel-
evant 3D Gaussian primitives. Our approach allows for the
highlighting of target areas, localized deletion, and move-
ment. Additionally, by integrating with Stable-Diffusion
(Rombach et al. 2021), we utilize the Score Distillation Sam-
pling (SDS) (Poole et al. 2022) loss function to perform
high-quality 3D generation and inpainting in specific re-
gions. “A beautiful vase” is used as the prompt for the 3D
inpainting process after locating the object.

GT image Object Retrieval Object Deletion

Object Moving Inpainting

Query: “flowerpot”

Figure 3: Visualization of scene manipulation results with
OVGS. The query text is used to query the 3D object.

Conclusion
In this paper, we introduce OVGS, a novel method for re-
constructing 3D semantic fields that enables precise open-
vocabulary querying in 3D. By leveraging the APE encoder
and a Semantic Codebook, OVGS efficiently compresses
high-dimensional semantic features and integrates them into
3DGS with dense, low-dimensional representations. Com-
pared to previous methods, OVGS significantly reduces
memory and rendering costs while maintaining clear se-
mantic distinctions between objects. Extensive experiments
demonstrate that OVGS outperforms existing approaches,
and it is highly applicable to downstream tasks such as lo-
calized scene editing.
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